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ABSTRACT

This paper addresses automatic vehicle-relative calibration of LiDAR sensors, which is essential for self-driving cars, e.g., for accurate localization, SLAM-based mapping, and sensor data fusion. While various semi-automatic techniques exist for the calibration of environment sensors, they still require a considerable amount of manual work or an expensive setup.

To that, this paper presents a new algorithm for finding the mounting poses of multiple low-density LiDAR-sensors on the vehicle while minimizing manual effort. In particular, the algorithm provides co-calibration as well as extrinsic calibration relative to the IMU installed on the vehicle. The calibration process only requires some recorded data from the sensors but no special environment to compute the accurate poses. In contrast to other algorithms that register point clouds to each other, this algorithm uses a newly developed map-to-map matching method increasing the robustness of optimization processes with regard to noisy data. It works by maximizing all sensors’ consensus regarding a map simultaneously created from the recorded data.

We evaluated our algorithm using a car with six mounted LiDAR-sensors and recordings from different scenarios in real urban traffic and within a testing area. Our algorithm calibrates the sensors with an expected error of less than 5 cm and less than 0.5 degrees. A key contribution is its robustness against highly noisy initial sensor configurations and its accuracy regarding the angular calibration. A visualization of the recorded data also shows calibration improvements of the mounting poses over the manual measurements.
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1 INTRODUCTION

1.1 Motivation

The extrinsic calibration of LiDAR sensors on moving platforms such as self-driving cars is essential for further fusion and processing of the sensor data. In particular, the aggregation and evaluation of successive sensor data on such a platform requires the extrinsic calibration of the sensors to a localization solution such as GNSS. Various solutions exist to achieve this extrinsic calibration, some of which require heavy manual work, some of which require expensive sensors, and others require prerequisites such as perfect reference data to work properly.

1.2 Related Work

The obvious and probably most accurate method uses high quality measurement tools such as a tacheometer to measure the position of the LiDAR sensors. However, manually measuring the orientation of the sensors is a difficult task because of their small extent.
Semi-automatic technologies such as [3] detect dedicated objects simultaneously from different sensors. A post-processing algorithm estimates the relative poses of the sensors to each other by matching the detected object’s pose from the different sensor’s perspectives. However, this method does not find the absolute poses of the sensors on the platform.

Drones that systematically fly over an area and record stripes of it with an overlap use bundle adjustment [2,5] to match the recorded images in order to build a complete map of the recorded area. The theory behind bundle adjustment is also applicable to find the extrinsic calibration of the camera sensors on the drone.

The Boresight Calibration as in [4] is closest to our presented method. Assuming a static scene, the vehicle drives around this scene recording its position with a GNSS and the point clouds of the scene using a high density LiDAR sensor. A post-processing algorithm optimizes the pose of the LiDAR sensor in relation to the GNSS by matching these point clouds. The downside of this method is its requirement for expensive sensors, i.e., they require a high quality and high density LiDAR sensor.

1.3 Contribution

This work presents a new algorithm to automatically find the relative poses of multiple LiDAR sensors to a GNSS device on the vehicle. Knowing the absolute pose of the GNSS device on the vehicle even yields the absolute pose of the LiDAR sensors. Our algorithm shows high robustness even with low-density LiDAR sensors. On the downside, our current implementation only optimizes the pose within the horizontal plane.

So far, most approaches use scan matching or ICP-based approaches to fit point clouds to each other. We contribute a new map-to-map matching method that would also be applicable for real-time applications such as SLAM.

2 METHODOLOGY

This section describes our algorithm that finds the relative pose of multiple LiDAR sensors to a GNSS device.

Our algorithm assumes recorded data from a coherent time and area consisting of point clouds measured by the LiDAR sensors as well as poses of the vehicle. The calibration process first converts each point cloud into a sensor map (cf. Figure 1) that contains probabilities of obstacles. Each sensor map is placed into the global space according to the global position of the car at the sensor map’s time and the current pose of the sensor in the car. The overlap of the sensor maps is used to compute the inconsistency of the current sensor configuration, e.g., the variance of the observations at each global position. In each step, a gradient descent based optimizer changes the sensor configuration such that consistency of observations increases.

2.1 Sensor Maps

We consider a random variable $X_ζ$ for each observed position $ζ$ in the reference frame of the sensor. A value $X_ζ = 1$ yields an obstacle at $ζ$. Hence, for a specific position $ζ$ in the world, the probability that there is an obstacle at position $ζ$ is $P[X_ζ = 1]$. Now, each measurement $O_i$ of the sensor’s point cloud represents the measurement of an actual obstacle. Because of several uncertainties, this point represents the center of a probability distribution of the obstacle’s actual place. For a measurement $O_i$, we assume a Gaussian distribution with a variance that is proportional to the point’s distance to the sensor, i.e., $P[X_ζ] \sim N_{O_i, ρ∥O_i∥2}$ where $ρ$ is a constant value for fine-tuning the algorithm. In other words, the probability that $X_ζ = 1$ increases with the proximity of a measurement $O_i$ to $ζ$.

The Iterative Closest Point (ICP) algorithm aligns two point clouds to each other.
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For a point cloud with points $O_1,\ldots,O_n$, we consider each point $O_i$ as a new measurement. Therefore, we have $n$ random variables $X_{i,\zeta}$ at each position $\zeta$ that yield a complex probability distribution for the obstacles at each position. Given the current sensor data, the probability of an obstacle at position $\zeta$ is

$$P[Y_{\zeta}] := P\left[\bigvee_{i=1}^{n} X_{i,\zeta}\right] = 1 - \prod_{i=1}^{n} (1 - P[X_{i,\zeta}]).$$

Despite the information of an occurring obstacle, we can deduce even more information. When an obstacle occurs at position $\zeta$, then there can be no (visible) obstacle between $\zeta$ and the origin of the sensor. Simply providing zero probability would yield ambiguous situations since the same information is provided for positions that the sensor didn’t see at all. To that, we provide a weight $W_{\zeta}$ for the information $P[Y_{\zeta}]$ at each position by integrating $P[Y_{\zeta}^*]$ along the line through the sensor’s origin and $\zeta$ from $\zeta$ to infinity:

$$W_{\zeta} = \int_{\zeta}^{\infty} P[Y_{\zeta}^*]d\zeta^*$$

The intuition behind the weights is the following: Assume a Monte Carlo simulation of the obstacles distributed via $P[Y_{\zeta}]$. Every time, the obstacle occurs at or behind $\zeta$, we can deduce that there is no obstacle in front of $\zeta$. The relative frequency of these situations is $W_{\zeta}$.

Now, a sensor map holds both, the probability $P[Y_{\zeta}]$ and $W_{\zeta}$ at each position $\zeta$. In practical implementations, the sensor maps are implemented as grid maps and the probability distributions are considered in bounded areas only.

### 2.2 Global Variance Map

The sensor maps are placed in a global reference frame according to the vehicle’s pose at the time of recording and the pose of the sensor in the vehicle. Due to overlap of the globally placed sensor maps, we obtain multiple (weighted) measurements at each global position $\xi$. Hence, aggregating the sensor maps yields an expected value, a variance, and a summed weight at each position $\xi$, respectively. A high variance (especially with a high weight) at a position $\xi$ yields an inconsistent sensor configuration. Hence, the goal is to minimize these variances, considered as inconsistencies. Figure 2 shows an example for a global map created from a recording in real urban traffic.

---

2 When no measurement was provided for a position $\xi$, we assume the expected value, variance, and weight to be 0.
2.3 Global Likelihood

The likelihood map aggregates the likelihood of all sensors being correct at each position in space. To that, consider a position \(\xi\) and all sensor maps overlapping \(\xi\). We denote the sensor map values \(P[Y_{i,\xi}]\) of the \(i\)-th sensor map with \(P[Y_{i,\xi}]\).

Now, either there is an obstacle at \(\xi\) or there is not. If there is an obstacle, then the probability of all measured values to agree is

\[
P[Y_{1,\xi} \land \ldots \land Y_{n,\xi}] = \prod_{i=1}^{n} P[Y_{i,\xi}].
\]

If, on the other hand, there is no obstacle at \(\xi\) then the probability of all measured values to agree is

\[
P[\neg Y_{1,\xi} \land \ldots \land \neg Y_{n,\xi}] = \prod_{i=1}^{n} (1 - P[Y_{i,\xi}]). \tag{1}
\]

The overall probability of the sensors to agree is

\[
P[Z_{\xi}] = \prod_{i=1}^{n} P[Y_{i,\xi}] + \prod_{i=1}^{n} (1 - P[Y_{i,\xi}]). \tag{1}
\]

To take the limited visibility of the world into account, we need to consider the weight \(W_{i,\xi}\) of each sensor’s measurements. A simple approach is to use the weight as linear interpolation factor introduced to the product, e.g., when the weight is 0 then the measurement does not change anything (i.e., we multiply by 1) and when the weight is 1 it provides a full change to
the overall probability of the sensors to agree (cf. Equation (1)). This changes (1) as follows:

\[
P[Z_\xi] = \prod_{i=1}^{n} \left( W_{i,\xi} \cdot P[Y_{i,\xi}] + (1 - W_{i,\xi}) \cdot 1 \right)
+ \prod_{i=1}^{n} \left( W_{i,\xi} \cdot (1 - P[Y_{i,\xi}]) + (1 - W_{i,\xi}) \cdot 1 \right)
= \prod_{i=1}^{n} \left( W_{i,\xi} \cdot P[Y_{i,\xi}] + 1 - W_{i,\xi} \right)
+ \prod_{i=1}^{n} \left( 1 - W_{i,\xi} \cdot P[Y_{i,\xi}] \right).
\]

If there is no measurement for a position \( \xi \), then \( P[Z_\xi] = 1 \).

The probability of all sensors to agree at every position \( \xi \) in space is

\[
\mathcal{L} = \prod_{\xi} P[Z_\xi].
\]

Since the optimizer needs the derivative, which is expensive to compute for a product, we consider the log-Likelihood that has its maximum at the same parameters

\[
\log \mathcal{L} = \log \prod_{\xi} P[Z_\xi] = \sum_{\xi} \log P[Z_\xi].
\]

Note, that taking the logarithm is well-defined since the values \( P[Z_\xi] \) will always be positive. To that, recall that \( P[Z_\xi] \) contains a product of \( P[\neg Y_{i,\xi}] \) that are all positive since no sensor is a 100% certain of a measurement, i.e., all \( P[Y_{i,\xi}] \) are less than 1.

An optimizer that tries to find a minimum simply needs to negate this value, i.e., the likelihood map should contain \(-\mathcal{L}\) as inconsistency values.

### 2.4 Optimizer

We assume that the localization solution of the vehicle (e.g., a GNSS with an integrated inertial measurement unit) provides accurate relative movements or positions. We further assume that the error of the sensor’s measurements is relatively small compared to the error of the sensor configuration.

Integrating the inconsistency values over the global space provides a target function that can be minimized by an optimizer. We use a gradient descent based optimizer with momentum to overcome local minima. We also experimented with the sophisticated optimizer Ceres [1], which however did not perform as well as the gradient descent based optimizer.

### 2.5 Towards Localization

The global map created by the optimizer provides statistical information about obstacles in the surrounding area. Assuming that a GNSS such as GPS works accurately in average, we can assume that multiple recordings of the same area yield an accurate map. This global map enables scan-matching and map-to-map matching based localization strategies.

To localize the vehicle in global space, consider the likelihood of the current sensor map given the prior of the global map. The computation is similar to the computation of the likelihood map, but instead of multiple sensor maps we now only consider the current sensor map and the
global map. Alternatively, the variance between the current sensor map and the global variance map yields a localization solution. The difference to our calibration solution lies in the optimizer that estimates the current pose of the vehicle instead of the pose of its sensors.

3 EVALUATION

The evaluation of our method reveals partially surprising and paradox results, as we will show in this section. We evaluate our method on data recorded during different measurement scenarios with our research vehicle. Since the results the global likelihood method showed no convergent behavior, we skip it in this section. The evaluation is done with respect to the influence of layout, scenario, target, and initial sensor configuration. We also evaluate the results visually directly on the recorded data. The section concludes with a discussion.

3.1 Experimental Setup

Scenario Description  As proving ground we used a small parking lot and a research airfield. The parking lot has water drainage slopes in the driving path, whereas the airfield provides a wide and flat area with a \( \approx 25 \text{m} \) wide lane and a grass road edge. Figure 3 shows the airfield with two example layouts. Figure 4 visualizes the terminology and experimental setup for the evaluation. In particular, Figure 4d shows the two types of target shapes (Box and L) to be detected by the sensors. The layout (cf. Figure 4a) describes the pattern in that the targets are placed. The path (cf. Figure 4b) declares the driving track through the targets. A scenario (4c) combines both, a layout and a path. Box targets are two cardboard boxes stacked on top of each other, whereas L-targets cardboards taped together such that they form an L-shape. Figure 4e and 4f represent the two layouts used in our experiments. The longitudinal distance between two boxes is \( \approx 10 \text{m} \). With the Zig Zag layout, the lateral distance is \( \approx 7.5 \text{m} \). Figure 4g, 4h and 4i visualize the scenarios that we drove during our experiments. In total, we recorded 26 drives at the airfield and seven drives at the parking lot on 14 different scenarios.

Vehicle Description  Our research vehicle is a (self-driving) VW Passat GTE 2016 fitted with multiple sensors, e.g., six IBEO Lux 4L LiDAR sensors, each of which has a horizontal field of view of \(+50^\circ\) to \(-60^\circ\), four layers with \(0.8^\circ\) vertical resolution, and \(0.25^\circ\) horizontal resolution. We recorded the LiDAR data with \(25\text{Hz}\). Our GNSS system is a NovAtel ProPak6 with a \(\mu\)IMU-IC as inertial measurement unit with differential GPS correction disabled. The sensor heads are mounted 30 cm above the ground with \(0^\circ\) pitch and roll angle.
Hyperparameters. We used the same optimization parameter set for all runs in our evaluation. We clipped the LiDAR sensor data to a range of 0.5m to 20m. For our algorithm, we rastered the global space to a grid with a resolution of 2cm and fixed the parameter $\rho = 0.1$ (cf. section 2). The optimizer always performed 100 iterations per run.

3.2 Robustness

We combined different recordings to form the following runs: The results of this evaluation are represented by multiple runs.

#1: all 26 drives from the airfield

#2: all recordings with slalom paths grouped by layout and target type

#3: all seven drives on the parking lot

#4: identical scenarios as in #2 but with very inaccurate initial starting pose of all LiDAR sensors

Description Table 1 Table 1 shows the mean of the second and third quartile of all calibration results within each run. Furthermore, it shows the interquartile range (IQR) that corresponds to the variation within the data points.

Description Figure 6 Figure 6 shows the behavior and results of the calibration processes. The initial starting position is marked with a dot. The Cartesian coordinate system shows the optimization of the $X$ and $Y$ position of the sensors, whereas the polar coordinate plot shows the yaw angle. The origin of the Cartesian coordinate system marks the position of the IMU.

Evaluation Box vs. L Target Shape Comparing runs with Box vs L targets shows the influence of the target shape and expansion. In most cases, the IQR of runs with box-shaped targets is significantly higher, which is caused by a higher number of outliers when using the box-shaped targets. As Figure 6c and 6g show, the optimization process diverges more often on box-shaped targets, in particular regarding the rear center sensor (green). To compensate this misplacement, those runs show high angular miscalibration of the rear center sensor as well. The proposed algorithm seems to work better if the targets are thin walled, which addresses the possibility of matching the left/front side of the box with its right/back side.
Evaluation Target Coverage  Run #2 contains the same data points as run #1 but with multiple scenarios merged to a batch as if the recordings were one scenario. We used this approach to get scenarios that provide a higher grade of target coverage for each sensor. For example, in the scenario shown in Figure 4g, the front left sensor observes only a small area of each box. Merging four drives with four different paths enables the same sensor to cover nearly 360° of all targets. Figure 5 shows the increased target coverage when merging multiple scenarios.

Evaluation of the Layout and Target Coverage  To evaluate the impact of the layout on the quality of the calibration, we compared the results of all slalom drives on line layouts with all slalom drives on zig zag layouts (cf. Table 1). The convergence paths as well as the results of the zig zag layout show similar behavior in run #1 and #2 (cf. Figure 6e and 6f), whereas the line layout (cf. Figure 6a and 6b) diverges much more and shows higher number of outliers. These results indicate the disadvantage of the line layout and its little target coverage. Merging these drives increases the target coverage and therefore stabilizes the optimization. On the other hand, the target coverage of the zig zag layout seems well enough already; thus, there is only little improvement from run #1 to run #2.

Evaluation of Initial Configuration  The comparison of run #2 and run #4 shows the qualitative influence of the initial starting position. Both set of optimization processes use the same set of merged scenarios and the same hyperparameters. Figure 6h shows that the calibration process still converges, even though the initial starting position is chosen by good guess. Comparing Figure 6b and 6f with Figure 6d and 6h shows the influence of the initial configuration on the final results, respectively. In particular, Figure 6b and 6d show the same convergence points though starting with different initial configurations.

Visual Evaluation  To visually evaluate the calibration results, we aggregate all point clouds of all sensors regarding each new sensor configuration. We observe the targets and the sharpness of its boundaries in the resulting aggregated point cloud. In particular, Figure 7 shows one L target as it is seen with the ground truth calibration as well as by the sensor configurations that result from different calibration processes. Except for the results of run #3, all new sensor configurations yield sharper observed targets compared to the original sensor configuration.

4Ground truth was measured with wrong sign
Figure 6: Comparing optimization progress (100 iterations) form line and zig zag layout of run #1, #2, and #4. The paths within the circles describe the yaw angles of the sensor configurations during the optimization process from the first iteration (center) to the last iteration (outer ring). The outermost paths of each rectangle describe the X-Y-coordinates of the sensor configurations during the optimization process. The coordinate system is centered at the origin of the IMU; X and Y point to the driving direction and to the left, respectively.
Table 1: LiDAR position and orientation results of evaluation runs. Green background marks closest value to ground truth.

<table>
<thead>
<tr>
<th></th>
<th>left</th>
<th>center</th>
<th>right</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
<td>Ψ</td>
</tr>
<tr>
<td>front</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>abs</td>
<td>3.49</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.06</td>
<td>0.16</td>
</tr>
<tr>
<td>#2</td>
<td>abs</td>
<td>3.54</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>#3</td>
<td>abs</td>
<td>3.45</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>#4</td>
<td>abs</td>
<td>3.5</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.08</td>
<td>0.21</td>
</tr>
<tr>
<td>Box</td>
<td>abs</td>
<td>3.53</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.07</td>
<td>0.27</td>
</tr>
<tr>
<td>L</td>
<td>abs</td>
<td>3.47</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>Line</td>
<td>abs</td>
<td>3.48</td>
<td>0.7149</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.08</td>
<td>0.13</td>
</tr>
<tr>
<td>ZigZag</td>
<td>abs</td>
<td>3.49</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>GT</td>
<td>abs</td>
<td>3.43</td>
<td>0.73</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>left</th>
<th>center</th>
<th>right</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
<td>Ψ</td>
</tr>
<tr>
<td>rear</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#1</td>
<td>abs</td>
<td>-0.72</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.04</td>
<td>0.12</td>
</tr>
<tr>
<td>#2</td>
<td>abs</td>
<td>-0.71</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.08</td>
<td>0.11</td>
</tr>
<tr>
<td>#3</td>
<td>abs</td>
<td>-0.77</td>
<td>1.12</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>#4</td>
<td>abs</td>
<td>-0.71</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.08</td>
<td>0.32</td>
</tr>
<tr>
<td>Box</td>
<td>abs</td>
<td>-0.7</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.07</td>
<td>0.24</td>
</tr>
<tr>
<td>L</td>
<td>abs</td>
<td>-0.73</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>Line</td>
<td>abs</td>
<td>-0.72</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.05</td>
<td>0.13</td>
</tr>
<tr>
<td>ZigZag</td>
<td>abs</td>
<td>-0.71</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>IQR</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>GT</td>
<td>abs</td>
<td>-0.76</td>
<td>0.86</td>
</tr>
</tbody>
</table>
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3.3 Discussion

The most obvious and encouraging proof of concept is the lateral position correction of the rear center sensor: Here, the initial position had been stored with a wrong sign and therefore on the wrong side of the vehicle. Our calibration method relocated the sensor to the correct side. Our proposed method proves to be robust against several initial displacements that enables its use without any prior knowledge of the exact mounting position.

Figure 7 shows the improvement of the observations by LiDAR sensors with recalibrated sensors. Additionally, taking subsection 3.2 into account, the best results should be achieved with thin L targets in a line layout with increased target coverage. The drives should be repeated several times to use simple clustering methods to filter outliers.

While this calibration process yields sharper observed objects and therefore seems to be rather correct, Figure 8 shows the position w.r.t. the vehicle which is impossible by definition: The calibration process places the LiDAR sensors outside of the vehicle shape and therefore into a clearly implausible mounting position. We assume that this is caused by errors (i.e., delays) within the used signals representing the vehicle dynamics. Such delays cause the measured sensor to target distance to decrease when the car accelerates forward, whereas the GPS pose remains in its initial state of still standing. The same behavior occurs during yaw movements. Such behavior leads to a systematical assumption of too short distances. The optimizer addresses this effect by placing the sensors further away from the IMU. Both, the inaccuracies of the LiDAR sensors itself and the windy weather conditions at the time of recording might cause the wide expansion of the rather thin L shaped target. Furthermore, the optimization process during our evaluation probably did not reach a global minimum but has either stopped in a local minimum or was forced to stop by reaching the 100th iteration.

4 CONCLUSION AND FUTURE WORK

In this work, we present a novel algorithm for the extrinsic calibration of LiDAR-sensors on a vehicle with minimal manual effort. We evaluate the algorithm in different settings and show that it delivers a solution with high accuracy. The algorithm proved to be robust even when the initial sensor configuration is a rough guess only. Still, we hope to improve the quality of

---

5 We mounted the sensors within the bumpers and therefore within the shape shown in Figure 8.
Figure 8: Final sensor mount position measured ground truth (GT) compared to our method (run #1) with sensor field of view

our calibration process by improving the signal quality and time synchronization of the LiDAR sensors and our GNSS/IMU.

Our algorithm is based on a novel map-to-map matching strategy, which yields a proof-of-concept to this new strategy. We further propose a map-to-map matching based algorithm for the localization problem that follows the same algorithmic idea as the calibration algorithm. The implementation of this localization algorithm as well as a documentation to the algorithmic background enabling us to compute map-to-map matching results in real-time are already in progress.
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